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STOCK OPTIONSAND GENDER DIFFERENCESIN RISK TAKING: THE
MODERATING ROLE OF CORPORATE HIERARCHY

Abstract

This paper seeks to take a step forward in adargdsie influence of stock options on
executive risk-taking behavior, considering the srating role of the position held in the
corporate hierarchy (CEOs compared with non-CEOcutkees) and the gender of the
executive. Using panel data for matched sampl&Rét 1500 listed firms between 2006 and
2011, the results confirm an inverted U-shapedticglahip between the wealth created by
executive stock options (ESOs) and risk taking. g relationship differs between CEOs
and non-CEO executives. As executives move up tingocate hierarchy (from non-CEO
executives to CEOs), the maximum wealth at riswlath risk-increasing behavior changes
to risk-reducing behavior increases, which suppthmts higher risk propensity of CEOs
caused by their power and level of discretion. kinlnon-CEO executive positions, the
results also show that gender differences in th® ESk taking effect are strongly present at
the level of CEOs due to their greater decisioningkreedom to behave according to their

respective risk preferences.



INTRODUCTION

Despite the growing body of research into execusitgek options (ESOs) and risk taking
(Armstrong & Vashishtha, 2012; Deutsch, Keil, & baanen, 2010; Sanders, 2001; Sanders
& Hambrick, 2007; Wright, Kroll, Krug, & Pettus, @), the empirical evidence remains
unclear. Whether ESOs are found to encourage oouliage executive risk-taking behavior
depends on the theoretical point of view from whstidies have built their hypotheses and
factors that are not part of the compensation ectdr(Devers, McNamara, Wiseman, &
Arrfelt, 2008; Deutsch et al., 2010; Wu & Tu, 200Both agency theory (Jensen &
Meckling, 1976) and the behavioral agency modelNBAWiseman & Gomez-Mejia, 1998)
are necessary to explain the risk behavior of treosutives who receive stock options as
part of their compensation packages (Martin, GoMega, & Wiseman, 2013). Recently, it
has been shown that the risk taking behavior cildayeESOs is a combination of agency and
BAM perspectives and their emphasis on prospectind current wealth, respectively
(Baixauli-Soler, Belda-Ruiz & Sanchez-Marin, 2015).

To date, an important limitation of the agency &#M literature is related to the absence of
studies that consider how executive characteristilsence the ESO risk-taking effect.
Indeed, upper echelons perspective (Hambrick & Mad884; Carpenter, Geletkanycz, &
Sanders, 2004) suggests that individual charatitsriagffect organizational performance and
risk levels. Among them, the position of the exaautin the corporate hierarchy may have a
significant influence on the ESO risk-taking efféeicause of differences in willingness to
take risk (Graham, Harvey, & Puri, 2013). The hiengal position (CEO versus non-CEO
executives) determines the power that the execitagewithin the firm and his or her level
of discretion, and both of them are likely to atfeask taking behavior (Adams, Almeida, &
Ferreira, 2005; Hambrick & Finkelstein, 1987). hat vein, although the literature shows
that CEOs exhibit riskier behavior than non-CEO ceees (Fralich, 2012; Lewellyn &
Muller-Kahle, 2012), and therefore CEOs may adopteraggressive risk taking behavior in
response to stock options, most theoretical andreralpresearch has focused exclusively on
CEOs (Larraza-Quintana, Wiseman, Gomez-Mejia, &Meine, 2007; Martin et al., 2013;
Sanders, 2001) and has not examined potentialreiiftes between the two hierarchical

positions.



In addition, Hambrick and Mason (1984) and subsetjgridies (Finkelstein & Hambrick,
1996; Finkelstein, Hambrick, & Cannella, 2009; Knsan & Park, 2005) suggest that gender
is likely to affect the ESO risk-taking effect sinconsiderable evidence supports the
common stereotype that women are more risk avérae men (Bertrand, 2011; Byrnes,
Miller, & Schafer, 1999; Charness & Gneezy, 2012090n & Gneezy, 2009). Until the
decade of the 2000s, research on matters of géoclesed on the general population or low
and mid-level managerial ranks and did not incltopeexecutives (Finkelstein & Hambrick,
1996). Due to the increase of female representdatiotop management since that time
(Dezso & Ross, 2012), studies started to recoghigemportance of executive gender as an
individual characteristic which influences firm oaies (Finkelstein et al., 2009). In fact,
most recent empirical studies show that the levetisk aversion among females in the
general population also extends to top managenusitigns (Huang & Kisgen, 2013; Khan
& Vieito, 2013; Mohan, 2014; Palvia, Vahamaa, & ¥ataa, 2014), and thus female
executives may be less prone to taking take risknathey receive stock options.

But executive gender cannot be analyzed in isalafiiois necessary to consider the gender
effect in the context of the corporate hierarclmattis, potential gender differences between
the CEO position and non-CEO executive positioriSOQliscretion (Carpenter & Sanders,
2002; Hambrick & Finkelstein, 1987; Hayward & Hamaky 1997; Smith, Houghton, Hood,
& Ryman, 2006) may lead to stronger gender diffeesnat this top level since male and
female CEOs have greater decision-making freedoth vaill behave according to their
respective risk preferences. In this case, it ipeeted that female CEOs exhibit the
traditional characteristic of higher risk aversi@alvia et al., 2014; Mohan, 2014), which
will differentiate their behavior from that of maf@EOs. In contrast with this, non-CEO
executives have to compromise with the CEO wheagileements exist. CEOs control the
behavior of non-CEO executives to some extent (CBemamel, & Cai, 2011; Finkelstein,
1992), and therefore it is more difficult for thetm behave according to their own risk
preferences (Adams et al., 2005), which may cauosdlar gender differences in the ESO

risk-taking effect.

On the basis of all these theoretical and empidcglments, the present research has two
main objectives. The first is to analyze the motiegarole of the position held in the

corporate hierarchy (CEO compared with non-CEO ethees) on the relationship between



ESOs and risk taking. The second is to examinegdreler effect in each of these two
executive positions. This paper employs panel degthodology to present evidence of these
relationships using a sample of S&P 1500 listechdirover the period from 2006 to 2011.
This study contributes to both the theoretical ahd empirical literature on several
dimensions. First, we construct our hypotheses aumd agency and BAM arguments.
Although agency theory is the main framework fardging executive compensation, the
BAM, developed by Wiseman and Gomez-Mejia (1998)strbe used to complement the
traditional agency view (Baixauli-Soler et al., 3)Martin et al., 2013). In this way, we
provide a more realistic explanation of the ESQ®-taking effect. Second, to the best of our
knowledge, this is the first study that has con&decorporate hierarchy and gender as
moderators of the relationship between ESOs akdalsng, and therefore we integrate the
upper echelons perspective into the dual framewerkagency theory and BAM -
(Geletkanycz & Sanders, 2012). Third, focusing fo@ émpirical contribution, we carry out
our analyses using matched samples (Adhikari, 2B8ft&nur, Ferry, & Muslu, 2011; Huang
and Kisgen, 2013; Matrtin, Nishikawa, & Williams,@®) in order to overcome the problems
associated with a small sample, because of the rigptesentation of women in top
management positions (Dezso & Ross, 2012). Finallstead of the classical Black and
Scholes (1973) model for valuing exchange-tradetong, we use the model developed by
Cvitanic, Wiener, and Zapatero (2008) (CWZ) whichkes it possible for us to identify the
ESO risk-taking effect predicted by agency thearg BAM and potential moderating effects
(Alvarez-Diez, Baixauli-Soler, & Belda-Ruiz, 2014).

The remainder of the study is organized as followsst, we develop the theoretical
framework and present the research hypotheses.n€kt section presents the sample,
variables, and the empirical methodology used. dhpirical results are set out in the fourth
section. And finally, we present and discuss thenrnanclusions.

ESO RISK-TAKING EFFECTS: AGENCY THEORY AND BAM

Relationships between ESOs and risk taking canetierbexplained by using both agency
theory (Jensen & Meckling, 1976) and BAM (Wisemar&mez-Mejia, 1998). The agency
perspective supports stock option grants on thergte that they help align the interests of

executives with those of shareholders and overcerexutive risk aversion (Jensen &



Meckling, 1976; Jensen & Murphy, 1990). Stock opgi@llow executives to obtain benefits
when the firm’s stock price rises above the exerpisce (unlimited upside potential), while
the loss is capped at zero since they will not@gertheir options if the stock price is below
the exercise price. Thus, executives are willingnike riskier corporate decisions in search
of increasing the firm's stock price and consediyetite intrinsic value of their stock
options, which is known as prospective wealth (haet al., 2013).

The behavioral agency perspective (Wiseman & Golejia, 1998) differs from classical
agency theory. According to BAM, the intrinsic valwf the options is considered by
executives as perceived current wealth. This curvezalth determines one of the most
important concepts of BAM arguments: risk bearing é@s negative influence on risk taking
(Larraza-Kintana et al., 2007). BAM assumes thatcekves are loss averse, and stock
options are likely to discourage risk taking bebawdince executives prefer to protect their
option’s intrinsic value (current wealth) from pi®se losses rather than risk that wealth due
to the prospect of adding additional wealth (Marinal., 2013). As the intrinsic value
escalates, the risk bearing also rises as themsore wealth at risk, and therefore stock
options result in greater risk aversion (Larrazaténa et al., 2007; Sawers, Wright, &
Zamora, 2011).

In that regard, Baixauli-Soler et al. (2015) comfithe existence of an inverted U-shaped
relationship between ESO wealth (current and prdsp and firm risk taking. If the
intrinsic value is set to zero (out of the moneyiags) or scarcely positive, the positive risk
taking effect of prospective wealth (supported Ilggrecy theory) dominates the situation
since executives will make higher-risk decisionskggy to increase the firm’s stock price
and, thus, their prospective wealth. As the inicinglue and risk bearing escalates, the
negative effect of the BAM view becomes strongertHis case, the current wealth has a
higher relative weight with respect to the prospectvealth and executives will undertake
lower-risk projects to protect their perceived emtrwealth from possible loss. In summary,
there is a maximum wealth at risk at which riskrgasing behavior turns into risk-reducing
behavior (Baixauli-Soler et al., 2015).

Nevertheless, to date, neither the prior literatobmsed on classical agency theory nor that

based on BAM have considered executive’s profeasion personal characteristics to be



important (Finkelstein & Hambrick, 1996; Hambrick Mason, 1984). For example, the
position held in the corporate hierarchy or thedgerof the executive have not been included
in analyses of the risk taking behavior createdBY incentives. We develop these ideas in

the following sections.

Corporate Hierarchy and the ESO Risk-taking Effect

The complexity of managing large firms leads CE@ddlegate responsibilities to non-CEO
executives and trust them (Carpenter & Sander)2@bmplex corporate strategies such as
R&D investment (Alessandri & Pattit, 2014), finaalcdecisions (Chava & Purnanandam,
2010) and the firm risk taking in general (Wright ad., 2007) often involve non-CEO
executives. In spite of sharing responsibility, ortant differences between CEOs and non-
CEO executives are based on the extent of theirepamithin the firm, defined as the
capacity of executives to exert their will (Finkels, 1992; Lambert, Larcker, & Weigelt,
1993; Pfeffer, 1981), and the level of discretidafined as the latitude of action executives
have in making strategic choices (Hambrick & Fiskeih, 1987). These differences may
lead CEOs and non-CEO executives to behave inréiftavays in terms of risk taking when

they receive stock option grants.

The CEO is the most powerful member of the TMT, Ardor she has the highest authority
in the firm and is essential to the success ouffaibf a firm (Finkelstein & Hambrick, 1996;
Klenke, 2003; Smith et al., 2006). According to fifie (1981), managerial power comes
from many formal and informal sources. One formalirese of power is related to the
position in the corporate hierarchy within a firom,structural power (Finkelstein, 1992). This
power decreases as executives move down the ctepuoexarchy, and therefore the CEO
controls, to a certain extent, the behavior antviéies of non-CEO executives who belong to
a lower level of the corporate hierarchy (Finkelst&992; Lambert et al., 1993). The greater
the executive’s structural power, the greater ésrtbontrol over these other executives (Chen
et al., 2011). For instance, as signals of CEO ppkayward and Hambrick (1997) point out
that the support and approval of the CEO is pivatalany decision related to large
acquisitions. Carpenter and Sanders (2002) renhatkGEOs have influence over their own
compensation and over other executives’ compemsatio addition, some studies have

considered personal prestige or status as an iafoswurce of power (Finkelstein, 1992;



Graffin, Wade, Porac, & McNamee, 2008: Malmendied &ate, 2009). Prestige provides
power by suggesting that an executive has gilt-@dgrmlifications and powerful contacts, as
well as facilitating the absorption of uncertainfyom the institutional environment

(Finkelstein, 1992). The evidence shows that pesis executives receive higher
compensation (Malmendier & Tate, 2009), have sopability to control resources, avoid

any sanctions, and more easily recover from aroyr €fralich, 2012).

Power is inherent in the role of the CEO and aaper@mount of risk taking is necessary for
optimal organizational outcomes (Lewellyn & Mulléahle, 2012). In this sense, studies in
psychology support the idea that power leads toatgrerisk taking. Through five

experimental studies, Anderson and Galinsky (20&&mine the impact of possessing
power on both risk perception and risk taking bédrav hey find that possession of power is
associated with an increased propensity to engagisks since powerful people are more
optimistic in assessing the probability of the dewle risk. Indeed, Graham et al. (2013) find
that CEOs are significantly more optimistic andkrislerant than non-CEO executives and
the general population. Lewellyn and Muller-Kah®12) focus on the banking industry and
show a significant and positive relationship betw&@EO power and excessive risk taking.
Based on prestige power, Fralich (2012) finds tirastigious executives take more risks
than their less prestigious counterparts. Adamal.e(2005) show that variability in firm

performance increases with CEO power. These rdsearargue that decisions with extreme
consequences, such us undertaking risky projecsmare likely to be taken by powerful

executives.

Moreover, CEOs and non-CEO executives are differantheir latitude for action, or
managerial discretion (Hambrick & Finkelstein, 198Zarpenter and Golden (1997) point
out that those executives who are perceived to havigh level of discretion are likely to be
viewed as relatively powerful. It is more likelyathCEOSs, due to their greater discretion,
attend to critical contingencies (or create thergspion of doing so), and these actions may
be interpreted by non-CEO executives as conse@leatid therefore influence their
behavior (Carpenter & Golden, 1997). In fact, CE@mEnage uncertainty by controlling the
behavior and decisions of non-CEO executives, whaelils non-CEO executives to have
less decision-making freedom and fewer possiblersgsuof action (Finkelstein, 1992;

Lambert et al., 1993). When multiple courses ofoactre possible, as the case of CEOs,



cause-effect ambiguity and complexity in their gaglo up (Finkelstein & Hambrick, 1990,
1996), and the activities and efforts of the exeeutare more disassociated from
performance outcomes (Miller, Wiseman, & Gomez-Blef002), that is, it is more difficult
to predict firm performance with accuracy (Finkeist & Boyd, 1998). Most strategic
initiatives require adequate resources for implaat@n and managerial discretion is
enhanced by resources availability (Finkelstein &brick, 1990). All these factors provide
CEOs with greater discretion than non-CEO execsfiwehich will result in non-CEO

executives taking less risky decisions because Wikyhave to compromise with the CEO

when disagreements arise (Adams et al., 2005).

Thus, power and discretion arguments and theirmpi@lenfluence on risk taking lead us to
predict that the CEO will be more prone to riskitgkthan non-CEO executives when they
are compensated with stock options. Drawing onriierted U-shaped relationship between
ESO wealth and risk taking (Baixauli-Soler et @015), we expect that as the executive
position at the top management level escalates) fron-CEO executives to CEOs, the point
of wealth at risk at which executives change tls&-mcreasing behavior to risk-reducing
behavior increases. This means that CEOs will beemalling to bear risk and will adopt
risk-reducing behavior when the relative weightofrent wealth with respect to prospective
wealth is higher than is the case for non-CEO etkheesi Accordingly, we propose the

following hypothesis:

Hypothesis 1. As executives move up the corporate hierarchy (from non-CEO
executives to CEO), the wealth at risk associated with a change in executive risk-

taking behavior increases.

Executive gender, cor porate hierarchy and the ESO risk-taking effect

Executive gender is also likely to influence theCEBsk-taking effect. The evidence from
economic experiments and behavioral and psychdabdiierature is consistent with the
general view that women are more risk averse tham (Bertrand, 2011; Byrnes et al., 1999;
Charness & Gneezy, 2012; Croson & Gneezy, 200%kd;idaustia, & Alanko, 2012). For
example, Barber and Odean (2001) show an annutblorturnover of 53% for men and

77% for women, which means that men trade morar@méial markets than women. Using



two separate computerized experiments, Powell amsicA(1997) observe that women are
both more risk and ambiguity averse than men, bag make different financial decisions.
Other experimental studies also show that womenea® likely to enter in a competition
than men due to gender differences in confiden@m@s & Preston, 2012) and because of
the women'’s higher risk aversion and lower optimiggarding their relative performance
(Niederle & Vesterlund, 2007).

The higher risk aversion on the part of females aqayly to the general population but, due
to the low number of women in top management pmssti(Dezso & Ross, 2012; Helfat,
Harris, & Wolfson, 2006), it is possible that thene no measurable gender differences in
risk propensity in those top positions. Some swdienark that higher levels of risk aversion
could be detrimental for women when they are hfcedop management positions (Mateos,
Gimeno, & Escot, 2011; Mateos, Gimeno, & Nieto, 201and therefore they may exhibit
riskier behavior (Adams & Funk, 2012). The majomtyrecent studies, however, find that
gender differences in risk taking behavior are agident in top management positions and,
in particular, female executives are more risk s@eand exhibit more conservative behavior
than their male counterparts (Faccio, Marchica, &#&) 2014; Graham et al., 2013; Huang
& Kisgen, 2013; Khan & Vieito, 2013; Palvia et &014). Khan and Vieito (2013) show
that female CEOs are associated with lower levefsra risk, which arises from promoting
less risky financial decisions (Faccio et al., 20Rdlvia et al., 2014). Graham et al. (2013)
find that firms run by female CEOs have higher siem€m debt ratios than firms run by male
CEOs, and Huang and Kisgen (2013) also find thratafe CEOs and CFOs are less willing

to issue debt and undertake acquisitions compar#tetr male counterparts.

Since gender differences in risk taking propenste reflected in the decisions that
executives make, influencing the major strategicisiens of their firms, which directly

impact on the level of firm risk (Palvia et al.,12), we expect to find that female executives
adopt more conservative behavior in terms of tisk taking effect of ESOs. Female
executives will not be willing to bear as much riz& their male counterparts when they
receive stock options and may exhibit the riskaasing behavior predicted by BAM at
lower levels of wealth at risk, as can be seen iguré 1. However, recognizing the

importance of executive gender in risk taking beétrawve posit that the consideration of

gender in the context of corporate hierarchy witlypdde a more finely tuned approach to the
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analysis of gender in relation to the ESO riskgkeffect (Finkelstein & Hambrick, 1996;
Finkelstein et al., 2009; Hambrick & Mason, 1984).

Figure 1. Corporate Hierarchy and Gender in the ESO RislataKffect

AT

Risk taking

w

BAM

(S

Out of the money option (low risk bearing) : : : In the money option (high risk bearing)

Current/prospective wealth

Note: AT refers to agency theory. Gg refers to Gender gap

Specifically, as represented in Figure 1, gendiéerdinces in the ESO risk-taking effect are
likely to differ if we analyze them within the CE@sition or for non-CEO executives. The
reason is the latitude of action executives havmaking risky choices or, in other words,
having more or less freedom to act according tar tbn risk preferences (Hambrick &
Finkelstein, 1987). Personal attitudes to risk, gadticularly the higher risk aversion of
females shown in previous studies (Croson & Gne2099; Faccio et al., 2014; Khan &
Vieito, 2013; Palvia et al., 2014), may appearrsgjip in the position of CEOs due to their
greater decision-making freedom (Adams et al., 2@ten et al., 2011). As a consequence,
gender differences in the risk taking behavior naigd by stock options will be greater for
the CEO position since male and female CEOs wilave according to their respective
preferences. By contrast, non-CEO executive behaunoterms of risk taking, may be
subject to imposition by the CEO, to a certain ek{&inkelstein, 1992; Chen et al., 2011).
The position held by CEOs in the corporate hierarolakes it possible for them to influence
the activities and decisions taken by non-CEO etkeesi (Lambert et al., 1993). Then, the
lower level of discretion of male and female non@CExecutives compared to CEOs may

11



lead them to adopt similar risk taking behaviorjakhs subject to the decisions of the CEO.
These arguments lead us to predict a large gerajerfay the CEO position and a lower
gender gap for non-CEO executives (see Figure dgorlingly, we propose the following

hypothesis:

Hypothesis 2: Gender differences in the wealth at risk associated with a change
in executive risk-taking behavior are greater for CEO position than for non-CEO

executive positions.

METHODS

Data and Sample

Our initial sample consists of publicly listed fisnin ExecuComp over the time period of
2006 to 2011. The ExecuComp database providesletbtanformation on stock options
granted to the top five executives of S&P 150@tistirms. Without differentiating between
the positions in the corporate hierarchy, the ahisample contains 24,604 executive-year
observations of stock option portfolios based a@iQ,different firms. Only about 6.2% of
these observations correspond to female execufilyB23 female-year observations), which
Is consistent with the data provided in the literat(Dezso & Ross, 2012; Helfat et al., 2006;
Mufioz-Bullon, 2010). The scarce presence of wontaheatop of the corporate hierarchy
makes it necessary to carry out our research througiched samples. We follow the prior
literature and conduct the analyses by matchingokzsron the basis of industry, firm size
and fiscal year (Adhikari, 2012; Ertimur et al.,120 Martin et al., 2009). First, we separate
two major executive positions: CEOs and non-CECetiees. Second, within each of these
two positions, each female-year observation is hetavith three male-year observations in
the S&P 1500 that belong to the same Fama-Frerttrsiry, are closest in size in terms of
total assets (firms within same total assets, plusiinus 40 percent), and in the same fiscal
year. After the matching procedure, the final samphcludes 6,093 executive-year
observations (1,523 for female executives and 4farOmale executives) based on 837
different firms. Of these observations, 543 coroespto CEOs and 5,550 to non-CEO
executives. Finally, we obtain firm-specific infoatron (accounting data and stock return
information) from the Compustat database.

12



Dependent Variable

To measure risk taking behavior, we WRiek as our dependent variablealculated as the
standard deviation of the firm’s stock returnshe 60 months prior to the end of each fiscal
year (Alvarez-Diez et al., 2014; Armstrong & Vastig, 2012; Jin, 2002; Sanders &
Hambrick, 2007; Vieito & Khan, 2012). This measigesuggested by Alford and Boatsman
(1995) as the most accurate estimator of volatiityen using historical data.

Independent Variables

Regarding the independent variables, we use tratsély of executive wealth to changes in
the firm’s stock price@elta) to measure the current and prospective ESO wéadixauli-
Soler et al., 2015). The option value is the sunthef current wealth (intrinsic value) and
prospective wealth (future value), arelta captures the sum in a continuous way.
Therefore, unlike Martin et al. (2013) who use taiffierent variables to measure the effect
of current and prospective wealth, we capture otms of ESO wealth through a single
variable.Delta is defined as the rate of change of the executiegisty portfolio value for a
1% change in the firm’s stock price (Core & Gua$99; Dong, Wang, & Xie, 2010;
Fahlenbrach & Stulz, 2011; Low, 2009). Delta valaes obtained by taking into account
both the option portfolio and the stock portfolibam executive (Armstrong & Vashishtha,
2012, Brockman, Martin, & Unlu, 2010; Coles & LQ23).

The classical Black and Scholes (1973) model has badely used in the ESO literature.
This model is appropriate for valuing exchangedhdptions but has limitations in the case
of valuing ESOs (Goergen & Renneboog, 2011; HaM&rphy, 2003). Therefore, in order
to obtain delta values, we use the Cvitanic e{28108) model (CWZ), since it captures the
main peculiarities of ESOs (long term maturity, tugs period, early exercise, and risk of job
termination, among other things) through its analyormula. The expression of delta
contains the basic inputs of classical option pganodels, which are the following:is the
exercise price (ExecuCompl),is the time to maturity (ExecuCom§,is the stock price at
the end of each fiscal year (ExecuComp)s the annualized volatility; is the risk-free
interest rate (US Treasury bond yield at 10 yeaistant maturity)q is the dividend yield
(Compustat). ExecuComp provides data on exercisepand times to maturity for the ESO

grants of the most recent year, but not for ESOtgranade in previous years. Because the

13



delta of the entire option portfolio is the sumdeltas of new grants and deltas of previously
granted options, it is necessary to estimate tleecese price and time to maturity of those
previously granted ESOs (both exercisable and unesable). To do that, we apply the
methodology developed by Core and Guay (2002), kvigscwidely used in the incentive
compensation literature (Brockman et al., 2010e€0Daniel, & Naveen, 2006; Fahlenbrach
& Stulz, 2011; Gormley, Matsa, & Milbourn, 2013;Wwp2009; Rajgopal & Shevlin, 2002).
With regard to the specific parameters of the CWddei (vesting period, exit rate of
executives, the barrier and its rate of decay weezhpture early exercise), we consider the

values used in the recent study of Alvarez-Dieal ef2014).

To test Hypothesis 2, the gender of the execuiaander) is measured through a dummy
variable that assumes a value equal to 1 if thewdke is a woman, and zero in the case of a
man (Vieito & Khan, 2012).

Control Variables

We include in our models the stock option incergtite increase stock volatility, &fega.
Vega is defined as the rate of change of executive’®aptalue for a 1% change in the stock
return volatility. We estimate vega values in tlzane way as delta values but we only
consider the executive’s option portfolio (Brockmetral., 2010; Coles et al., 2006; Coles &
Li, 2013; Rajgopal & Shevlin, 2002). The reason rfegasuring vega in this way is that the
evidence shows that the vega of a stock portfaliextremely small compared to that of an
option portfolio (Guay, 1999). In line with the @éimgs of previous studies, we expect that
Vega has a positive influence on firm risk taking (Armestg & Vashishtha, 2012; Guay,
1999; Coles et al., 2006).

Moreover, we follow the existing literature in seiag the observable firm and executive
characteristics that may influence firm risk takif@nixauli-Soler et al., 2015; Brockman et
al., 2010; Coles et al., 2006). Several controlades have been included in the models:
cash compensation of executiv€zagh), defined as the sum of the executive’s salarg plu
bonus; research and development expenditR&D{, calculated as R&D expenditure

divided by total assets; net capital expendit@ap(tal), calculated as capital expenditure
less sales of property, plant and equipment divigketbtal assets; firm leverageeyerage),

calculated as total book debt divided by the boakue of assets; firm diversification
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(Diversification), defined as the logarithm of the number of thens operating segments;
and firm size $ize), calculated as the logarithm of total assets. Wive analyze the CEO
position, we include in the model CEO tenufenire), which is measured as the logarithm

of the number of years that the CEO has held hieeoposition.

Model Specification

We employ panel data methodology which, in comparisvith other methods, provides
several advantages, including improvements in tben@metric specifications and the
parameter estimation by providing more informationore variability, less collinearity
among the variables and more efficiency (Baltag01). Moreover, this methodology takes
into account the fact that both firms and execugtigee heterogeneous, and there are always
features affecting risk taking which are difficuth measure or to obtain that are not
considered in the models. In order to avoid biasthe results, the panel includes an
individual effect,s;, which controls for unobservable heterogeneityndée the error term is

ei=nitvir, wherev;; is a random disturbance.

We must consider the potential endogeneity isshigsare likely to be present. On the one
hand, while ESO incentives affect risk taking asdpted in this study, causality is also
likely to run in the other direction, since the idesof stock option plans is arguably intended
to anticipate a particular risk environment (Alhai@iez et al., 2014; Armstrong &
Vashishtha, 2012; Coles et al., 2006; Gormley .efall3). On the other hand, it is necessary
to account for the endogenous relationship betwgsrer and risk. As Huang and Kisgen
(2013) and Baixuali-Soler et al. (2015) point ofdmale executives are not randomly
assigned to firms. Firm risk taking and the viewhafher female risk aversion may affect
whether the firm attracts more female executivess possible that firms exclude women
from those positions in which the willingness tkeaisk is a necessary ingredient or women
may self-select into firms which take less risk dfzam et al., 2013; Mateos et al., 2011,
2012).

In the presence of endogeneity, empirical methoesualikely to quantify the magnitude of
the economics effects of interest and the coefitsi®f the regressions are likely to be biased
(Coles et al.,, 2006). To address endogeneity issmesestimate the models using the
Generalized Method of the Moments (GMM). We emplbyg first-differenced GMM
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estimator proposed by Arellano and Bond (1991), wimopose the use of GMM to
instrumentalize the explanatory variables by udagged values of the original regressors.
The model represented in Equation (1) is used $b ypotheses 1 and 2. We use the
samples of CEOs and non-CEO executives separaietgst both hypotheses. It can be
observed that this model includd&¥elta and its square in order to test the concave
relationship betweebdelta andRisk, as well as the main effect and the multiplieeeffof

the variable that captures the gender of the exec(@ender).

Risk, = fi, + (6, + f, [Bender, ) Delta, + (8, + 4, [Gender, ) Deltay
+ 3, [Gender, + B, Vega, + f; [Cash, + f; (R& D, (1)
+ p, [Capital,, + p, OLeverage, + B, [Diverdification, + #, + v,

With the aim of addressing endogeneity in sta@gstanalyses, and to give robustness to the
GMM results, we also test our hypotheses by comaygiein exogenous instrumental variable
approach based on the index of state-level gergiealiey proposed by Sugarman and Straus
(1988). These researchers construct indicatorgmdeyr equality for each of the 50 US states.
Following Huang and Kisgen (2013) and Palvia e{2014), the higher the score assigned to
a state, the more friendly a state is to gendenlgguand therefore the more likely a firm
headquartered in that state is to have a femaleuéxe. This variableGenequality) should

not have a direct effect on firm risk taking, batdorrelated with the presence of female
executives at the top management level of the headquartered in that state. In this case,
we estimate the models through a two-stage leasareg (2SLS) technique. First, the
endogenous variables (i.&ender, Delta-Gender, andDelta®-Gender) are regressed on the
instrument (i.e.Genequality, Delta-Genequality, and Delta’Genequality, respectively) and
predetermined variables. This is the first stagthefregression analysis. In the second stage,
the variable that captures firm risk taking is esged on the predicted values of the
endogenous variables obtained previouslynstfumented Gender, Instrumented

Delta-Gender, andlnstrumented Delta?Gender), and other exogenous controls (Equation 2).

Risk, = f, + f, [(Ddta, + f, Instrumented Delta, [Gender,

+ 8, [Delta’ + 4, Onstrumented Delta’ [Gender,

+ S, Onstrumented Gender, + 5, Wega, + S [Cash, + f, (R& D,
+ ., [Capital,, + p, [Leverage, + f, [Diversification, + 7, + v,

@)
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Finally, to give robustness to the results obtaingt the matched sample on the basis of
industry, firm size and fiscal years, and followihg prior literature (Carter, Franco, & Gine,
2014; Ertimur et al., 2011; Faccio et al., 2014aRgy & Kisgen, 2013; Palvia et al., 2014),
we obtain the matched sample through a propensitsesprocedure (Rosenbaum & Rubin,
1983). In this way, each female-year observatigmaised with a male-year observation, and
both executives belong to firms that are virtuahigistinguishable in terms of observable
characteristics. Firstwe compute a propensity score using a Probit m{euation 3),
where the female dummy variableGehder) is regressed on all those observable
characteristics that are economically meaningfullowing Faccio et al. (2014), the
maximum difference between the propensity scorethaf firm with the female-year
observation and that of its matching peer cannoéest 0.1% (absolute value). The next step
is to conduct regressions with the matched sampieguGender and other variables of

interest (Equation 4).

Gender;, = g, [Cash, + f, [Tenure, + f, [R& D, + 3, [Capital,,

3
+ f [Leverage, + f, [Diversification, + f, [Hze, + f, [Genequality, + 7, + v, )

Risk, = (8, + B, [Gender, ) Delta, + (5, + /3, [Gender; ) Deltag

4
+ f, [Gender;, + B, Vega, + n, + v, @

RESULTS

Table 1 provides descriptive statistics of theatales used in the models. Panel A of Table 1
presents summary statistics on firm-specific cheratics for the full sample. As can be
seen, the mean level of firm risk is about 36%,ttean R&D expenditure is 2.01%, and the
mean capital expenditure and leverage are 4.27%2arb%, respectively. The US firms
included in the sample have on average 2.5 opgra@gments and the average natural

logarithm of total assets is 7.77.
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Table 1. Descriptive Statistics
Panel A: Firm characteristics

10th 90th
Mean SD percentile Median percentile
Risk 36.07 14.41 20.56 33.36 54.67
R&D? 2.01 4.45 0.00 0.00 7.79
Capitaf 4.27 4.35 0.39 3.05 9.50
Leveragé 21.25 18.10 0.00 19.44 44.88
Diversificatior? 0.92 0.70 0.00 1.10 1.79
Sizé 7.77 1.65 5.85 7.52 10.17
Panel B: Executive characteristics
All executives CEOs Non-CEOQO executives
Female Male Female Male Female Male
Delta_L;° 130.54 237.44 299.16 880.12 114.00 174.58
Delta_L,° 124.30 221.03 293.85 801.68 107.67 164.24
Delta_L5° 119.98 215.51 300.51 760.99 102.27 162.17
Vega_L,° 44.97 56.99 105.66 193.62 39.03 43.63
Vega_L° 57.95 68.59 130.22 218.31 50.88 53.95
Vega_ L5 59.85 67.54 150.62 203.32 50.96 54.26
Casli 523.31 655.82 986.78 1048.26 532.00 600.17

Panel A reports descriptive statistics of firm cueristics. Panel B presents mean values
of executive characteristics. See variable deéiniin the Methods SectiongLL, and Ls
indicate different levels of the CWZ barrier anferego 1.5, 2 and 2.5 times the exercise
price, respectively. SD: standard deviatibpercentage’: logarithm.: $000s.

For the two major executive positions considerethis study, Panel B of Table 1 reports the
mean values of executive-specific characteristtated to their compensation: deltas, vegas
and cash compensation. As far as deltas and vega®acerned, we provide three different
values corresponding to three different levelshef ¢arly exercise barrier considered in the
CWZ framework. Specifically, 1, Loand Lgrefer to 1.5, 2 and 2.5 times the exercise price of
the options (Alvarez-Diez et al., 2014; BaixaulikSoet al., 2015). It can be observed that
there are differences in delta and vega valuesdstWCEOs and non-CEO executives. CEOs
have higher incentive levels in their compensagiackages than non-CEO executives, which
is consistent with the prior literature (Ananthaeam& Lee, 2014; Chava & Purnanandam,
2010; Fahlenbrach & Stulz, 2011). Moreover, focgsim gender differences, on average,
the wealth of female executives is less sensitivehianges in stock price and stock return
volatility than that of their male counterparts.igimeans that female executives are less

likely to accept riskier compensation packages,ctwvhs in accordance with the recent
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empirical research of Carter et al. (2014). As ¢hessearchers point out, the greater risk
aversion of female executives may be the reasohdweing compensation packages subject
to less risk through lower incentive levels (lowlettas and vegas). As the position within the
corporate hierarchy increases from non-CEO exeesitie CEOs, both deltas and vegas
increase and the differences between male and éegmalcutives become greater. Thus, these
findings highlight the fact that more risk aversee@utives, including non-CEO executives
compared to CEOs and female executives comparethle executives, tend to have lower
deltas and vegas in their compensation packagewllfsi CEOs receive more cash
compensation than non-CEO executives (Carpenter afad&s, 2002; Henderson &
Fredrickson, 2001) and, within each of the exeeupwositions, the gender pay gap remains
(Bertrand & Hallock, 2001; Mufioz-Bullon, 2010). Amding to Carter et al. (2014),
although the pay gap related to cash compensatisrdéclined significantly over time, the
gender incentive gap has not followed the samesimatind continues to be important, as
Panel B of Table 1 indicates.

The empirical results are shown in Table 2 to Ta@blEocusing on the GMM results shown
in Table 2, for the three levels of the early eissrdarrier considered, the coefficient of
Delta is positive and significant while the coefficiesftits square is negative and significant
both for CEOs and non-CEO executives, which sugpthie existence of the inverted U-
shaped relationship between the wealth createdtdmk ©options and risk taking behavior
(Baixauli-Soler et al., 2015). Executives adopk-iiscreasing behavior at low to moderate
levels of wealth at risk (delta), but they staking less risk when the relative weight of

current wealth with respect to prospective weathigh (substantial values of delta).

According to Hypothesis 1, the wealth at risk agged which a change in risk taking

behavior (from positive to negative) is higher asaitives move up the corporate hierarchy
(from non-CEO executives to CEOs). Hypothesis Acaies that gender differences are
strongly present at the CEO position, and therefloeegender gap for CEOs is greater than
that for non-CEO executives. To test Hypothesesdl2a we calculate the breakpoints of the
concave relationships. Given the values of thareged coefficients, to obtain the turning

points that can be seen in Figure 1, we take tisé dierivative of the model represented in

Equation (1) with respect tOelta and make it equal to zero. The breakpoint of tiedgatic
relation is Delta;, = _(181 +f BBender)/ (2(,82 + 5, EBender)). In the case of male executives
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(Gender equals 0), the breakpoint Delta, = —p,/24,, while the expression for female

executives Gender equals 1) isDelta, = —(ﬁ1+ ﬁ;)/ (Z(ﬂ2 + ))

Table2. GMM Estimation of the Influence of Corporate Hiatay and the Gender of the
Executive on the ESO Risk-taking Effect

CEOs Non-CEO executives
Ly Lo Ls Ly Lo Ls
Delta .040%** .038*** .040%+* .018** 017* .018%+*
(.005) (.006) (.006) (.007) (.008) (.007)
Deltsf -.003*** -.003*** -.003*** -.002** -.002** -.002**
(.001) (.001) (.001) (.001) (.001) (.001)
Delta- Gender 011 .013 .015 .055* .056 .067*
(.019) (.011) (.017) (.032) (.035) (.040)
Delte- Gender -.001** -.001** -.001** -.007 -.007 -.007
(.000) (-.001) (.001) (.012) (.012) (.016)
Gender -.148%** -.094*** -.047* - 121 -.118* -.163***
(.045) (.037) (.019) (.050) (.049) (.058)
Vega .042%** 027*** .003%+* 017%x* 017%+* .012%+*
(.001) (.001) (.001) (.002) (.002) (.002)
Cash -.004 -.003 -.001 .009 .008 .003
(.003) (.003) (.002) (.009) (.008) (.009)
Tenure -.008 .004 -.006
(.005) (.005) (.004)
R&D -.007 .081 .095 .350 .332 314
(.057) (.051) (.064) (.329) (.343) (.311)
Capital - 254 %k - 276%* -.356%** -.040 -.028 -.043
(.038) (.039) (.038) (.040) (.038) (.042)
Leverage .045%+* .039%+* 037+ .065++* .056%+* .059%+*
(.002) (.008) (.009) (.012) (.011) (.010)
Diversification -.007%x+ -.014x+* -.014%** -.012%** -.009%** -.005**
(.002) (.002) (.001) (.003) (.002) (.002)
Constant 517 49Q**x 55Q*** .390%* A402%k* A45xk*
(.027) (.300) (.028) (.030) (.025) (.023)

The dependent variabl®isk, is measured as the standard deviation of the fistosk
returns of the 60 months prior to the end of easbaf year. See independent variable
definition in the Methods Section.;LL,, and g indicate different levels of the CWZ
barrier and refer to 1.5, 2 and 2.5 times the eserprice, respectively. We use natural
logarithmic transformations dbelta and Vega plus 1 to avoid finding the logarithm of
zero, that is, In(1belta) and In(1¥ega). The Hansen test has been used to test
endogeneity and the null hypothesis of the validityhe instruments is accepted. Standard
errors in parentheses.

* xRk Significant at 10%, 5%, and 1%, respecély.

Considering the significant coefficients (at 5% di¥d significance levels) and calculating
the average obtained through the three barrieesydtue of the maximum wealth at risk at
which risk-increasing behavior changes to risk-okug behavior are the following:

$496,000 for male CEOs, $108,000 for female CE@d,%v3,000 for non-CEO executives

(males and females). Analysing these findingsart be observed that the maximum wealth
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at risk at which CEOs start taking less risk, aftgkier behavior, is higher than that of non-
CEO executives, which confirms Hypothesis 1. Is thiay, these findings provide evidence
in support of the greater willingness to take niskthe part of CEOs after being awarded
with stock options than non-CEO executives. Coringrgender differences in the wealth at
risk associated with a change in risk taking betraat each of the executive positions, the
estimated values of the maximum wealth at risk iconHypothesis 2. While there is an

important gender gap in the CEO position: (8, = -.001, p < .01), male and female non-

CEO executives do not differ significantly in theisk taking behavior motivated by stock
options. They exhibit similar risk taking behaviloy taking less risk from the same level of

wealth at risk.

Moreover, the main effect of the gender variablevehthat female executives are associated
with lower levels of firm risk (CEOs, k. 4, =-.094, p <.01; Non-CEO executives; 15, =

-.118, p < .05), which supports the common assedidower risk propensity among female
executives (Elsaid & Ursel, 2011; Khan & Vieito,1&) Martin et al., 2009). With regard to
the other variables included in the models, it barobserved that, for all the early exercise
barriers considered, vega is significant in takingre risks. The greater the sensitivity of
executive wealth to stock return volatility, the maeisks are taken, and this positive effect is
widely documented in the literature (Armstrong &sWashtha, 2012; Rajgopal &hevlin,
2002; Low, 2009). There is no doubt that vega iseasential variable in relation to
managerial risk incentives. In addition, the res@how that the level of leverage impacts
positively on firm risk taking and more diversifiéidns are associated with lower levels of
risk (Brockman et al., 2010; Coles et al., 2006).

As can be seen in Table 3, through the 2SLS ingtngah variable estimation based on the
indicator of gender equality developed by Sugarmad Straus (1988), and using the
predicted values of the endogenous variables floanfitst-stage regressionsgtrumented
Gender, Instrumented Delta:Gender, and Instrumented Delta’ Gender), the second-stage
regression results are consistent with the GMM Itgseonfirming the robustness of the
latter. In this case, the mean points of wealthiskt associated with a change in executive
risk-taking behavior are the following: $686,0@0 fnale CEOs, $116,000 for female CEOs,
and $84,000 for male and female non-CEO executiftesan be concluded that after

adopting risk-increasing behavior consistent with &agency view, CEOs are willing to bear
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more risk and change to risk-decreasing behavianthe relative weight of their current
wealth with respect to prospective wealth is higtiean that of non-CEO executives. In
addition, gender differences are important at tpedf the corporate hierarchy (CEOs):(L

B, = -.019, p < .01), but are not significant where@xives move down the corporate

hierarchy (non-CEO executives).

Table 3. 2SLS Estimation of the Influence of Corporaterdiehy and the Gender of the
Executive on the ESO Risk-taking Effect

(Second-stage regression CEOs Non-CEO executives
results) Ly L, L L, L, Ls
Delta .582** 545 .561* .221* .200** .215*
(.238) (.254) (.268) (0.114) (.112) (.117)
Delt& -.045%** -.042** -.043** -.025** -.023** -.024**
(.017) (.018) (.018) (.012) (.011) (.011)
Instrumented Delta: Gender -.122 .082 .208 .072 .066 .083
(.513) (.562) (.547) (.236) (.207) (.242)
Instrumented Delfa -.014** -.019%* -.016** -.070 -.058 -.053
Gender (.006) (.007) (.007) (.057) (.054) (.059)
Instrumented Gender -3.226**  -1.106** -1.418** -1.326*** -1.258*** -1.210%**
(1.505) (.498) (.629) (.414) (.457) (.454)
Vega .020** .030* .018* .021* .019* .021*
(.010) (.013) (.008) (.009) (.008) (.009)
Cash -.002 .012 .012 .008 .008 .006
(.019) (.013) (.011) (.015) (.015) (.019)
Tenure -.007 -.007 -.005
(.006) (.005) (.005)
R&D .156 161 172 .170 .178 .181
(.187) (.159) (.158) (.143) (.140) (.143)
Capital -.108 -.118* -.107 -.138* -.133* -.126*
(.082) (.071) (.071) (.063) (.061) (.072)
Leverage .006* .013%* .009*** .029%** .028*** 0.028*
(.004) (.004) (.003) (.010) (.010) (0.012)
Diversification -.012** -.100* -.013** -.016** -.015* -.011
(.006) (.006) (.006) (.008) (.008) (.007)
Constant -.357 .253 .320 .666*** .604*** TA4T7**
(.592) (.322) (.285) (0.126) (.119) (.140)

In the first stage, the endogenous variables (i®ender, Delta-Gender, and
Delta®-Gender) are regressed on the instrument (iGenequality, Delta-Genequality, and
Delta®-Genequality) and predetermined variables. In the second sttye,dependent
variable,Risk, is measured as the standard deviation of the figtosk returns of the 60
months prior to the end of each fiscal yeay,. Iy, and Lz indicate different levels of the
CWZ barrier and refer to 1.5, 2 and 2.5 times thker@se price, respectively. See
independent variable definition in the Methods Bect We use natural logarithmic
transformations oDelta andVega plus 1 to avoid finding the logarithm of zero, tths,
In(1+Delta) and In(1¥ega). The Hansen test has been used to test endogemeitthe
null hypothesis of the validity of the instrumenis accepted. Standard errors in
parentheses.

* *xFRx Significant at 10%, 5%, and 1%, respeeély.
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Table 4. Propensity Score Matching: Influence of the Coap® Hierarchy and the Gender of
the Executive on the ESO Risk-taking Effect

Probit
Regression CEOs Non-CEO executives
1) (2) 3)
Delta 291 x** 290%**
(.008) (.010)
Deltef -.024%+ -.033%**
(.001) (.002)
Delta- gender 193 -.061
(.167) (.081)
Delt&- gender -.009** -.014
(.004) (.008)
Gender -.835*** - 572%**
(.254) (.062)
Vega .044** .020**
(.018) (0.010)
Cash -.000
(.000)
Tenure -.254***
(.051)
R&D -7.694***
(1.608)
Capital 2.757***
(2.007)
Leverage -.850***
(.319)
Diversification -.165**
(.075)
Size -.385%**
(.032)
Genequality .045%**
(.005)
Num. Obs. 24,604 394 2,652

The dependent variable in the probit model is #radle dummy variableGender). Results
using the matched sample are presented in colunansl 3. The maximum difference in the
propensity score does not exceed 0.1% in absoaltee vFirm risk taking is measured as the
standard deviation of monthly stock returns ovete fiyears. See independent variable
definitions in the Methods Section. To calculatdt®eand Vegas, we consider a level of the
barrier equal to 2 times de exercise price. We naaral logarithmic transformations of
Delta and Vega plus 1 to avoid finding the logantlof zero, that is, In(1+Delta) and
In(1+Vega). The Hansen test has been used tortdegeneity and the null hypothesis of the
validity of the instruments is accepted. Standardrs in parentheses.

** ¥ Significant at 5% and 1%, respectively

Finally, Table 4 presents the last robustness ¢hetkch refers to the propensity score
procedure used to build the matched-firm sampletur@n 1 reports the results of the probit
regression. It is found that as CEO tenure, R&Deexiiture, leverage, diversification and

firm size increase, the probability of having fematxecutives decreases, but capital
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expenditure and the indicator of gender equalityetied by Sugarman and Straus (1988)
impact positively on this probability.

To simplify the calculations and to make Table 4nageable, delta and vega values have
been calculated at the middle level of the earlgreise barrierl( = 2). The estimates are
broadly consistent with the main analysis when walywe CEOs and non-CEO executives
separately. As the position at the top managenem Irises, the wealth at risk associated
with a change in executive risk taking behaviomoitir positive to negative) increases

(Hypothesis 1), and gender differences in the tagiing effect of stock options are strong at

the CEO position g, =-.009, p <.05) (Hypothesis 2).

CONCLUSIONS

Stock option-based compensation, or ESOs, and itféilence on executive risk behavior
has been the subject of extensive research ovemder of decades (Deutsch et al., 2010;
Sanders, 2001; Sanders & Hambrick, 2007; Wrightalet 2007). Factors outside the
compensation contracts have been found to be moderaf the ESO risk-taking effect in
previous studies. Studies based on agency theowy, dbr example, the moderating role of
managerial shareholdings (Wright et al., 2007) gredimpact of outside director on option
compensation (Deutsch et al., 2010). Building oo BAM view, other studies have shown
the moderating effect of cash compensation (Deeeral., 2008), CEO tenure and firm
performance (Sanders, 2001; Wu & Tu, 2007), thelaaty of hedging instruments and
vulnerability to dismissal (Martin et al., 2013hi$ paper advances the understanding of the
ESO risk-taking effect by examining, through thedtetical combination of agency and
BAM perspectives, whether CEOs and non-CEO exeesitigiffer in their risk taking
behavior when they receive stock options (corporagrarchy effect) and, within each
executive position, whether male and female exeesithave different profiles of the ESO

risk-taking effect (gender effect in the contextofporate hierarchy).

Grounded on the dual perspective — agency theodyBM — and using panel data for
matched samples of S&P 1500 listed firms over #@od 2006-2011, our findings confirm
the existence of a concave relationship betweenvidath created by ESOs and risk taking

(Baixauli-Soler et al. 2015). Our results indicdbat differences in power and discretion
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between CEOs and non-CEO executives have an im#uen the non-linear relationship
between ESO wealth and risk taking. Consistent Wighview that the possession of power
and discretion encourages risk taking (Anderson &lirGky, 2006; Adams et al., 2005;
Lewellyn & Muller-Kahle, 2012), the wealth at risk which CEOs change risk-increasing
behavior and start taking less risk is higher tthet of non-CEO executives. This means that
for the same levels of wealth at risk, CEOs comirtaking more risk and non-CEO
executives adopt risk-reducing behavior becausg ¢basider that they bear too much risk.
In addition, the results show that gender diffeesnm the wealth at risk associated with a
change in risk taking behavior are strong at theOQgosition. The greater power and
decision-making freedom possessed by CEOs (Adamal.ef005; Chen et al., 2011;
Finkelstein & Hambrick, 1990; Smith et al., 2006xd female CEOs to behave in line with
their own preferences, reflecting the traditionaw of higher risk aversion among female
executives than among male executives (Adhikarl22®alvia et al., 2014). In the case of
non-CEO executives, their behaviors are controltedsome extent, by CEOs (Finkelstein,
1992; Lambert et al., 1993), and male and femakrw@tives do not differ significantly in

their risk taking behavior motivated by stock opsgo

From a more general point of view, our results santhe postulates of the upper echelons
perspective (Carpenter et al, 2004; Hambrick & Masi®84) regarding the importance of

executive characteristics for the firm’s risk lev@ind performance. Although economic and
behavioral views contribute to the knowledge ald®80 incentives and their effects on risk

taking, a more sociological view based on profesdicand personal characteristics and
backgrounds of the executives, such as hierarcpisition and gender, enhance and enrich
the theoretical framework, contributing to a betiaderstanding of the relationship between

ESO incentives and risk taking.

Moreover, this study helps academics and pracat®mgain a deeper understanding of the
use of stock options as an incentive mechanismpamaldes compensation committees with
useful tools that facilitate the design of stockiaps plans. Closer attention should be paid to
the executive position in the corporate hierard@gOs seem to be more willing to take risk
than non-CEO executives, and stock option plank Wigh incentives for risk taking may

lead male CEOs to take excessive risk, which mayeigde undesired effects (Sanders &

Hambrick, 2007). Compared to male CEOs, if the aiithe firm is to undertake some
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positive net present value projects even thougbketmojects are very risky, female CEOs
will require stock option plans with higher incev@s to increase the firm’s risk level in order
to overcome their higher levels of risk aversiofsé@tt! & Ursel, 2011; Khan & Vieito, 2013).

Non-CEO executives will also require those highaentives to encourage them to take
more risk. In short, this research provides evidethat executives’ attitudes to risk play an
important role in explaining the effect of ESOs sk taking. Compensation committees
should analyze the different levels of risk avemsexisting among their executives, with
respect to executive position and gender in the cdsCEOs, to enable them to design

optimal compensation packages in line with rislated goals.

Future research should consider the moderatingawlthe ESO risk-taking effect of other
personal aspects, such as educational backgrouddage, since numerous executive
characteristics could affect firm performance arstt taking (Hambrick & Mason, 1984).
Another future line of research could focus on gsialy the role of the chief financial officer
(CFO), due to their significant influence on cormuerpolicies that affect risk levels (Bertrand
& Schoar, 2003; Chava & Purnanandam, 2010; Grahaah,e2013). Finally, this study has
focused exclusively on executives of large US firkdS executives differ significantly from
non-US executives in terms of their underlyingtattes, and specifically they tend to be less
risk averse than non-US executives (Graham et28i13). Consequently, it would be
valuable to extend the current research by examgwimether the non-US counterparts of the
executives included in this study respond to stmgkon incentives in a different way. All
these lines of future research will be of imporent order to advance understanding of the
influence of stock options on risk taking behavibhis present paper takes the first step in

this direction.
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